
 

CIVICAi OBJECTIVES FOR 2025 

1. Internationalization and Global Cooperation 

o Expand CIVICAi’s presence in international forums on AI governance. 

o Strengthen collaborations with organizations such as IASEAI, the UN AI Advisory Body, 

UNESCO, and AI Safety Institutes to promote ethical standards, global regulations, 

and AI system registration. 

2. Capacity Building and Public Awareness 

o Develop training and awareness programs targeted at both the organizations within 

CIVICAi’s social council and the general public. 

o Foster a culture of AI literacy, with a focus on its capabilities, risks, and ethical 

implications, through the CÍVICA AI Protocol. 

3. AI Security and Ethical Governance 

o Advocate for binding ethical and security standards in AI regulation, aligned with 

international initiatives. 

o Promote ethical certifications for AI systems to ensure compliance with transparency 

and accountability principles. 

4. Citizen Participation in AI Governance 

o Strengthen the GOVERNAi Forum to enhance citizen participation in AI policymaking. 

o Advise public administrations on the implementation of AI-based services, ensuring 

security, ethics, and social benefit. 

5. Strategic Aliances in Key Sectors 

o Collaborate with public institutions in areas such as health, education, and social 

welfare to responsibly integrate AI. 

o Ensure that AI adoption in these sectors relies on secure and transparent systems, 

avoiding dependence on unsupervised autonomous agents. 

6. AI and Social Stability 

o Support the development of inclusive policies to mitigate institutional and social 

disruptions caused by AI. 

o Combat inequalities and misinformation generated by AI through control and 

verification mechanisms. 

 



 

7. Multisectoral Alliances and Evidence-Based Research 

o Foster cooperation between civil society, academia, and industry to influence AI 

policies. 

o Promote studies on AI security, governance models, and public policy impacts to 

support evidence-based decision-making. 

8. Transparency and Accountability in AI Development 

o Work towards establishing mandatory AI system registration mechanisms, as well as 

independent oversight and transparency in development. 

o Encourage deontological principles in AI research and application to ensure its 

responsible use, aligned with human rights. 

9. Support for Public Research and Responsible Innovation 

o Support publicly funded AI research that prioritizes security, ethics, and social well-

being. 

o Encourage AI innovation aligned with human values and democratic principles. 

10. Informed Public Dialogue on AI 

o Establish collaborations with media, policymakers, and researchers to foster a 

rigorous public debate on AI advancements and risks. 

o Develop awareness and dissemination campaigns to expand CIVICAi’s impact and 

promote ethical and safe AI. 

 


